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Particle accelerators are essential tools in modern life

IndustryMedicine National Security Discovery Science

• ~9000 medical 
accelerators in operation 
worldwide

• 10’s of millions of patients 
treated/yr

• 50 medical isotopes, 
routinely produced with 
accelerators

• ~20,000 industrial 
accelerators in use
• Semiconductor 

manufacturing
• cross-linking/ 

polymerization
• Sterilization/ irradiation
• Welding/cutting

• Annual value of all 
products  that use  accel. 
Tech.: $500B

• Cargo scanning

• Active interrogation

• Stockpile stewardship: 
materials characterization, 
radiography, support of 
non-proliferation

• ~30% of Nobel Prizes in 
Physics since 1939 enabled 
by accelerators

• 4 of last 14 Nobel Prizes in 
Chemistry for research 
utilizing accelerator facilities

Opportunity for much bigger impact 
by reducing size and cost.
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Problem: size & cost often a limiting factor
Example 1: Proton Therapy Center

New Rochester Mayo Clinic 
Proton Therapy Center

• 4 chambers
• $188M

120-ton gantry directs proton beam 
to appropriate spot on patient 
by rotating around a three-story 
chamber. 

http://finance-commerce.com/2014/03/status-report-mayo-proton-therapy-facility/#ixzz43DJgnIlA
http://blogs.mprnews.org/statewide/2014/03/mayos-proton-beam-facility-on-track-for-2015-opening/
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Problem: size & cost often a limiting factor
Example 2: Carbon Therapy Center

Heidelberg Proton & Carbon Therapy 

Center

• 2 scans chambers 

• one 4p chamber

• €119M

http://medicalphysicsweb.org/cws/article/research/51684

https://www.klinikum.uni-heidelberg.de/About-us.124447.0.html?&L=1

670-ton gantry 

~1/10 Eiffel Tower
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Problem: size & cost often a limiting factor
Example 3: High-Energy Physics collider

Cost: $10B
Cons.: 150MW

Courtesy S. Myers (IPAC 2012)

Cost: $?B
Cons.: 415MW

48 km

CLIC

~27 km circumference

CERN LHC

FCC

Cost: $?B – Cons.: ?MW

~90 km circumference
LHC

Cost: $8B-$20B?
Cons.: 230MW

ILC

31 km

Future 
colliders?
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Computer modeling has unique role to play!  
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The next generation of accelerators needs 
the next generation of modeling tools

Link – integrated ecosystem
of entire accelerator

Hi-Fi – full & accurate physics virtual prototyping 

Fast – runs in seconds to minutes
“Real time” 

with intuitive interface, dissemination & user support.

Our vision

Port codes to fastest hardware

NERSC-8 Cori

Hours-days/run

Min./
run

Speed

2016

2025

Combine best algorithms

è

BELLA

7 days

3 days

2-color injection
Simulations take too long!

1 day

Beam-beam LHC

6 Hrs

X-FEL start-to-end
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Speedup not from transistors speed anymore, need to increase parallelism
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Courtesy Katherine Riley, FES Exascale Review, 2016 

Particle-In-Cell
Domain decomposition

Threading + tiling

Emerging supercomputing architectures require 
restructuration with “multi-level parallelism”

Vecrtorization, …
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Supporting community calls for large efforts

Community HPC hardware needs 
community HPC software

needs: 
• Development
• Application
• Integration of multiphysics modules
• Operation
• Doc./training/support
• On laptop/desktop to supercomputers

How is the community doing?
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Beam dynamics codes
Codes section from Accelerator Handbook  (A. Chao, 2013) 
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Beam/plasma codes

J.-L. Vay and R. Lehe, “Simulations for Plasma and Laser Acceleration”, Reviews of Accelerator Science and Technology9, 165 (2016).



13

Need of solutions for non-disruptive coordination

Significant investments into existing pool of codes:

§ essential to minimize disruptions to developers and users,

§ while enabling interoperability and expandability.

Challenges:

Technical
- programming languages
- data formats, parallelism
- code architectures 
- open vs proprietary sources
- keep creativity

Human
- changing habits is hard
- different visions
- recognition 
- distance
- corporatism/rivalry
- (re)build trust
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LBNL codes assembled in “BLAST” simulation toolset 

blast.lbl.gov Advanced simulation toolset:
(For conventional & advanced concept accelerators)

• Multi-physics frameworks: IMPACT, Warp, WarpX.
• Specialized codes: BeamBeam3D, CSR3D, FBPIC, 

HiPACE, INF&RNO, POSINST.
• Libraries: PICSAR.

Wide set of physics & components:
• beams, plasmas, lasers, structures, beam-beam, e- clouds, ...
• linacs, rings, injectors, traps, …

Keeping up at the forefront of computing:
• novel algorithms: boosted frame, particle pushers, etc.
• SciDAC, INCITE, NESAP, DOE Exascale. 

*Most codes open source, available at blast.lbl.gov or upon request.

14



15

PICSAR created as part of 
NERSC Exascale Applications Program (NESAP)

Mathieu Lobet

Ex-NESAP postdoc
(now at CEA, Saclay, France)

Warp EM-PIC kernel extracted 
è Particle-In-Cell Scalable Architecture 
Resources (PICSAR) library + miniapp

Optimized with new vectorization algo.* + 
tiling/sorting + OpenMP + MPI

*H. Vincenti, R. Lehe, R. Sasanka and J.-L. Vay, 
Comp. Phys. Comm. , 210, 145-154 (2017).

Henri Vincenti

Marie Curie postdoc fellowship
(now at CEA, Saclay, France)

PICSAR is now open source: https://picsar.net
Used in Warp, WarpX & SMILEI. 

Now developed within DOE ECP project and CEA Saclay.
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U.S. DOE Exascale Computing Project (ECP)

• As part of the National Strategic Computing initiative, ECP was established to 

accelerate delivery of a capable exascale computing system that integrates 

hardware and software capability to deliver approximately 50 times more 

performance than today’s 20-petaflops machines on mission critical applications. 

– DOE is a lead agency within NSCI, along with DoD and NSF

– Deployment agencies: NASA, FBI, NIH, DHS, NOAA

• ECP’s work encompasses 

– applications, 

– system software, 

– hardware technologies and architectures, and

– workforce development to meet scientific and national security mission needs.
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DOE Exascale Computing Project Applications

17
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Plasma-based acceleration has the potential to make 
accelerators small (again), and cut cost dramatically

First 
cyclotron
~0.1 MeV

Plasma 
accelerator

1 GeV

Tens of plasma accelerator stages needed for a 1 TeV e-e+ collider.

BUT: simulations in 2-D can take days for 1 stage (even at insufficient resolution for collider beam quality).

è Full 3-D modeling of tens of stages intractable without Exascale computing.

6.5 TeV
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ECP Project WarpX: “Exascale Modeling of Advanced Particle Accelerators”

Goal (4 years): Convergence study in 3-D of 10 consecutive 
multi-GeV stages in linear and bubble regime, for laser-
& beam-driven plasma accelerators.

How: è Combination of most advanced algorithms

è Coupling of Warp+AMReX+PICSAR

è Port to emerging architectures (Intel KNL, GPU, …)

Ultimate goal: enable modeling of 100 stages by 2025 for 1 TeV collider design!

Team:  LBNL ATAP (accelerators) + LBNL CRD (computing science) + SLAC + LLNL

Illustration
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Andrew
Myers

Weiqun
Zhang

John 
Bell

WarpX team

LBNL ATAP

LBNL CRD

SLAC

LLNL

Jean-Luc  
Vay (PI)

Rémi
Lehe

Jaehong
Park

Robert 
Ryne

Olga 
Shapoval

Maxence
Thevenet

Ann 
Almgren (coPI)

Marc
Hogan (coPI)

Lixin
Ge

Cho
Ng

Oleksiy
Kononenko

David
Grote (coPI)

Management 
Algorithms
Optimization
Visualization & I/O
LWFA

AMR 
MPI, OpenMP
Visualization & I/O

Optimization
Visualization
PWFA

Python interface

Main topics
Time on WarpX varies between 5% to 80%
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Consortium	for	
Advanced	
Modeling	of	

Particle	
Accelerators

CAMPA

Consortium for accelerator modeling 
provides the foundations for community software

Points of contact:
LBNL: J.-L. Vay 
SLAC: C.-K. Ng
FNAL: J. Amundson
UCLA: W. Mori

21

Activities: 

• Coordination/integration of codes & modules, user interfaces 
and data formats.

• Maintenance, dissemination, support & training.

• High Performance Computing (not covered by  SciDAC/ECP).

PICKSC
(Osiris, QuickPIC, 
UPIC, UPIC-
EMMA, Oshun) 

SYNERGIA
(space-charge, 
wakes, e-cloud, 
beam-beam…) 

ACE3P
(Omega3P, S3P, 
Track3P, T3P, 
PIC3P, TEM3P)

BLAST
(Warp, IMPACT, 
BB3D, FBPIC, 
PICSAR, Posinst) 

21
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Common input/output standards to ease usage of multiple codes

• In the process of defining standard for common input
è translate to individual code “language”

• PICMI: Particle-In-Cell Modeling Interface

• AMI: Accelerator Modeling Interface (aim to compatibility with MAD8/MAD-X)

output
main
input
code 1

output
main
input
code 2

…

output

input Bridge codes to enable:
• unified input/output interface
• separation of description/resolution/analysis

• Currently, each code has own input script & output format

è user needs 1 input script/code & different data reader or software

http://www.openpmd.org

22
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OpenPMD: a common data standard for particles & meshes 

Common output data standard 

Adopted by several PIC codes use HDF5:
• Warp
• PIConGPU
• FBPIC

Fully open-source 
Hosted on Github: https://github.com/openPMD

Implementation in progress in a

number of other codes (QuickPIC, …).

C++ & FORTRAN reader/writer in development.

Accelerator extension in development.

Open-source plugins for visualization with 
Matplotlib, Visit, yt

Open-source tools for interactive analysis in Jupyter

Initiated and led by Axel Huebl

(HZDR, Germany)

3D viz with VisIt
Simulation by G. Blaclard

with Warp+PICSAR

OpenPMD-Notebook 
Developed by R. Lehe
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# 24D. Bruhwiler   – USPAS   – January 2018   – Graphical User Interfaces 

Radiasoft Sirepo: a cloud computing framework solution

• Open source, https://github.com/radiasoft/sirepo

• Freely available in open beta, https://sirepo.com

• Growing number of codes
– X-ray optics:  SRW, Shadow
– Particle accelerators: 

• Elegant
• Warp (special cases)
• more on the way

• Growing number of users
– independent servers at 

• BNL/NSLS-II

• LBNL/ALS
• PSI/ETH Zurich

– about 100 users visit                                                        
the open beta site
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Summary

• Computer modeling can play a key role in the 
development of more compact & cheaper accelerators

• Increasing complexity of computer architectures and 
codes calls for collaborations

• Efforts are underway for non-disruptive solutions 
toward increased collaborative code developments
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Workshop informations: conferences.lbl.gov/e/BLAST-2018

The Accelerator Modeling Program at Lawrence Berkeley National 
Laboratory is pleased to announce the first workshop on the Berkeley Lab 
Accelerator Simulation Toolkit (blast.lbl.gov), to be held on May 7-9, 2018. 

• Intro to codes (IMPACT, WARP, BB3D, CSR3D, FBPIC, POSINST).

• Hands-on sessions

• Flash talks from users on experience with codes

• Ample time for group and one-on-one discussions

Goals:
• Foster a community of users & developers of BLAST codes

• Share users experiences & highlights

• Introduce new users to code & existing users to latest features 

• Discuss ideas & needs from the users community

• Plan & prioritize future code features & developments

The venue will be Shyh Wang Hall (Building 59), 
home of the U.S. Department of Energy National 
Energy Research Supercomputer Center (nersc.gov) 
at Lawrence Berkeley National Laboratory, 
overlooking San Francisco Bay.

A visit of the supercomputer rooms is scheduled.


